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Ecología moral en la infoesfera 

Jonathan Echeverri Álvarez

Introducción

Piotr Kropotkin elaboró un tratado del apoyo mutuo –en el transcurso 
de sus observaciones naturalistas en Siberia– y, de forma simultánea, 
declaró abiertamente su anarquismo. El manifiesto de Huxley (2021 
[1888]) le parecía equívoco, las diversas formas de colaboración entre 
especies animales, registradas incluso de manera sistemática, plan-
tean, según Kropotkin (2022 [1920], 2021 [1922]), una seria objeción 
a esa imagen salvaje, desordenada y hostil de la supuesta condición 
natural del ser humano que luego debe ser corregida por la civilización. 
Homo homini lupus y, sin embargo, en una objeción similar sobre Huxley 
(2021 [1888]): “Procedemos de un largo linaje de animales jerárquicos 
para los que la vida en grupo no es una opción, sino una estrategia 
de supervivencia. Cualquier zoólogo clasificaría nuestra especie como 
obligatoriamente gregaria” (De Waal, 2007, p. 28). El anarquismo de Kro-
potkin se explica como una reacción visceral y luego deliberada a la 
organización militar, jerárquica y dictatorial que tuvo que padecer en 
la Rusia de su época; el comunitarismo que observó como estrategia de 
supervivencia en los campos rurales de Siberia provocó su interés por 
describir y explicar la agencia colectiva. 

El concepto de ecología moral adquirió popularidad en la segunda 
mitad de siglo xx (Bellah et al., 1985; Brinkmann, 2004; Hertzke, 1998). 
Según Bellah et al. (1985) este hace referencia a la “red de acuerdos y 
compromisos morales que unen a las personas en comunidad” (p. 335). 
La comunidad entendida como un grupo de interdependencia social 
entre agentes para deliberar, elegir y compartir prácticas. Flanagan 
(2017) retoma esta idea del comunitarismo y la sociología norteameri-
cana de forma expandida, es decir, supone la existencia de geografías 
de la moral como lugares simbólicos de prácticas que cohesionan los 

https://doi.org/10.17230/9789587209983ch11
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grupos y que experimentan cambios evolutivos culturales, estas geo-
grafías simbólicas constituyen variedades de la posibilidad moral:

Los especialistas en ética deben prestar atención a lo que la biolo-
gía evolutiva, la primatología (también el estudio de los cetáceos), 
la psicología y la neurociencia pueden enseñarnos sobre los tipos 
de animales que somos y el espacio de posibilidades de la morali-
dad humana. Y también deberíamos prestar atención a la literatu-
ra, la historia, la sociología, la antropología y el trabajo filosófico de 
otras tradiciones. De lo contrario, uno no es consciente de la gama 
completa de fuentes morales, no es sensible a las “variedades de 
la posibilidad moral”, y corre el peligro de ser “aprisionado por la 
propia educación”. A menudo no vemos las posibilidades de llegar a 
ser mejores de lo que somos o las posibilidades de mejores formas 
de lograr nuestros fines. El espacio de posibilidades se divide en po-
sibilidades reales y nocionales, cambios que realmente podría hacer 
en mí mismo o en mi mundo, y cambios que son imposibles para mí 
o para personas como nosotros en términos prácticos o conceptuales. 
[…] Y si no veo cómo concibo el tipo de persona que soy: un hom-
bre, un hombre blanco, un hombre blanco estadounidense, un hom-
bre blanco católico irlandés estadounidense, en sí mismo un espacio 
simbólico con forma dinámica, límites porosos y varios puntos de 
apalancamiento, entonces limito mis capacidades para el cambio y 
podría ocuparme del crecimiento en formas que parecen necesarias, 
pero que no lo son (Flanagan, 2017, p. 12).

Los cambios que describe Flanagan coinciden con la idea de prác-
ticas de formación moral o ejercicios espirituales (Davidson, 2014; 
Hadot, 2006, 2009) que han surgido en diversas ecologías con prefe-
rencias morales específicas. De ahí que el autor realice un recorrido 
etnográfico y literario global en Occidente y Oriente, desde el budismo 
tibetano y el hinduismo hasta el estoicismo, el cristianismo, el huma-
nismo secular y algunas ecologías concretas propias de tradiciones co-
munitarias indígenas. La idea que se desprende de esta aproximación 
filosófica, psicológica y antropológica a la moral supone la existencia 
de variaciones que modelan nuestra conducta en aras de la cohesión 
grupal y la acción colectiva. 

Un ser humano puede transitar por diferentes ecologías morales 
en la extensión de su ciclo vital. Imaginemos una infancia saturada 
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de costumbres familiares católicas, un territorio simbólico claramente 
definido en comunidad, que luego puede ser cambiado por otras eco-
logías morales. Este agente expande su experiencia moral, intercambia 
información y prácticas con otras personas, toma decisiones morales 
o desarrolla preferencias que pueden ser exclusivas de una ecología 
concreta o pueden pertenecer a múltiples variedades de la posibilidad 
moral; imaginemos, por ejemplo, algún humanista secular que cree co-
municarse con frecuencia con algún dios –aunque algún conservador 
diría que no es un auténtico humanista secular– pero no profesa una 
creencia religiosa particular, o una persona que no tiene fe en algún 
dios pero desarrolla prácticas de examen de sí y un pretendido auto-
conocimiento. Si bien estas prácticas, en principio, ocurren de manera 
íntima e individual, están conectadas a una red de intercambios simbó-
licos y prácticas de preferencias morales con otros agentes.1 ¿Es posible 
concebir prácticas morales exclusivas que no sean compartidas entre al 
menos dos agentes en el planeta que habitamos? ¿Quizás las virtudes 
monacales? ¿El ascetismo de algún eremita?

Ecología moral en la infoesfera

Un animal cíborg transitorio es un agente que despliega herramientas 
técnicas en el desarrollo de sus propias capacidades cognitivas, de ma-
nera temporal, en la corta extensión del ciclo vital. Estos instrumentos 
modifican sus capacidades e instauran transformaciones dinámicas en 
el entorno y perpetúan configuraciones de información que trascienden 
la existencial individual (Clark, 1998, 2004, 2023; Clark y Chalmers, 
1998; Floridi, 2014; Van Noorden, 2021; Wagner et al., 2021). Entre las 
diversas técnicas, las herramientas informacionales-digitales han con-
figurado un novedoso entorno llamado la infoesfera, donde conviven 

1	 Tomasello (2019) señala que, además del recurso de aprendizaje cultural básico de la 
observación y la imitación, “los comportamientos convencionales se moralizan cuan-
do individuos que tienen separadamente actitudes evaluativas semejantes se enteran 
de esa situación (convergencia epistémica), o bien cuando individuos que sin tener 
esta actitud llegan a seguir a otros –líderes– que sí la tienen (convergencia actitudi-
nal)” (p. 136). Desde esta mirada, el autogobierno moral se vincula a un nosotros que 
dispone de una moralidad objetiva que regula la conducta entre agentes.
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lo analógico y lo digital de modo indistinguible (Floridi, 2010, 2014), 
sobre todo en las generaciones más recientes que, desde la temprana 
edad, interactúan con dispositivos digitales interconectados. La tesis 
de Floridi (2010, 2014) consiste en plantear que la denominada In-
dustria 4.0 es una revolución existencial, no solo una revolución indus-
trial mediada por lo digital. Asistimos a un momento cultural en el cual 
nuestra existencia cotidiana configura entornos dinámicos de informa-
ción en tiempo real, resultado de la interacción entre nuestras prefe-
rencias, decisiones y acciones, y los dispositivos interconectados que 
permiten la emergencia de una infoesfera. La interacción entre agentes 
y dispositivos interconectados registra una huella digital. Esta huella 
es susceptible de ser analizada para obtener hallazgos que permitan 
establecer predicciones de comportamiento, con el uso de algoritmos 
de tecnología digital como agentes intermediarios entre la cognición y 
la realidad (Cobo, 2019; Véliz, 2021a, 2021b). 

Floridi (2014) sugiere la existencia de cuatro grandes revoluciones 
en nuestra concepción de la naturaleza humana, rememorando las fa-
mosas Conferencias introductorias al psicoanálisis de Freud en Viena entre 
1915 y 1917 y el ensayo de Mazlish (1995) sobre La cuarta discontinuidad. 
La primera revolución, copernicana, que sitúa el planeta Tierra como 
un cuerpo celeste que gravita sobre una estrella. Esta concepción tiene 
la consecuencia indirecta de objetar nuestro supuesto centro existencial 
del universo. La segunda, darwiniana, sitúa a la especie humana como 
una forma de vida posible en un árbol o arbusto de especies que han des-
aparecido y sobrevivido, sin jerarquías predecibles en palabras de Gould 
(1999, 2007, 2010a). La tercera, freudiana, que elabora una teoría del 
inconsciente y sospecha del control racional que podemos ejercer sobre 
nuestra conducta. Y la cuarta, que heredamos de la computación mo-
derna con Turing, con especial énfasis en la noción de información y sus 
principales vías de configuración (matemática, semántica, física, bioló-
gica y económica), “somos organismos informacionales (inforgs), mutua-
mente conectados, integrados en un entorno informativo (la infoesfera), 
compartido con otros agentes informacionales, tanto naturales como 
artificiales, que también procesan información” (Floridi, 2014, p. 94). 

Las etiquetas genéricas usadas por el autor para describir estas 
supuestas revoluciones, y sus respectivas inferencias conceptuales, 
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pueden ser discutidas. Lo que me interesa señalar, coincidiendo con 
Floridi en la necesidad de mirarnos con unos nuevos ojos, es cómo el uso 
de herramientas técnicas transforma, insisto, nuestras disposiciones 
cognitivas, comportamientos y entornos en los cuales interactuamos. 
Esta consideración no constituye en pleno una novedad conceptual, ha 
sido ampliamente discutida, desde la psicología soviética con el uso de 
herramientas en el origen evolutivo del lenguaje y la consciencia (Luria, 
1980a, 1980b; Riviere, 1984; Vigotsky, 1977, 1997), hasta los desarro-
llos filosóficos sobre la hipótesis de la mente extendida y la cognición 
ecológica y encarnada (Clark, 1998, 2004, 2023; Chalmers, 2022; Clark 
y Chalmers, 1998). La novedad consiste en juzgar la existencia humana 
del siglo xxi con la denominación de inforg que configura y habita una 
infoesfera. En otras palabras, el animal cíborg transitorio despliega sus 
capacidades con herramientas técnicas y simbólicas y en ese uso, evo-
lutivo de la especie, se ha sumergido en un entorno informacional que 
lo dota de una propiedad óntica: la disposición y capacidad de procesar 
enormes ingestas de información entre agentes humanos y artificiales, 
apalancado en tecnologías de información (Sosa, 2019, 2020).2 Floridi 
(2019a) interpreta que la implicación inmediata de esta noción de in-
forg es la posibilidad de juzgarnos como interfaces humanas:

La transformación de las personas en interfaces humanas ocurre en 
muchos contextos, pero tres de estos son cruciales. Para el mundo 
de las redes sociales, somos interfaces (interfaz humana (ih)) entre 
ellos (agente de interfaz (ai)) y nuestros datos personales (recurso 
de interfaz (ri)). Para el mundo del comercio, nosotros (ih) somos 
interfaces entre ellos (ai) y nuestro dinero o crédito (ri). Y para el 
mundo de la política, somos interfaces (ih) entre ellos (ai) y nuestra 

2	 Es importante señalar la falta de acceso de humanos a tecnologías de la información 
en diferentes regiones del planeta. La brecha entre quienes tienen acceso y los que 
no es de especial preocupación en modelos de desarrollo que conciben la economía 
del siglo xxi fundamentada especialmente en el servicio, la información y la tecnolo-
gía digital (Cobo, 2019; Krull, 2016; Schwab, 2016). Si bien un agente no tiene acceso 
de manera directa y autónoma a una tecnología digital, por un lado su existencia se 
configura como un dominio de información susceptible de ser digitalizado y analizado 
(datos oficiales y comportamentales como nacimiento, ubicación, desplazamientos, 
uso de bienes y servicios) y, por otro lado, el despliegue de sus acciones implica una 
interacción con dispositivos interconectados en escenarios públicos y privados (cáma-
ras, sensores, interfaces con servicios digitales, entre otros).
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atención, consentimiento y votos (ri). Podría seguir, pero estos son 
los contextos más significativos (p. 380).

En síntesis, los tres principales contextos de interés para el autor 
son: redes sociales virtuales, economía y política. En esos tres escena-
rios nuestro comportamiento genera información permanente de valor. 
De ahí la tendencia de interactuar con dispositivos que obtienen da-
tos sobre preferencias reveladas, datos biométricos y datos comporta-
mentales. La posibilidad de analizar esos datos y estimar predicciones 
de comportamiento moviliza una industria tecnológica interesada en 
nuestra intimidad cotidian para obtener beneficios económicos y po-
líticos. Este escenario ha generado una serie de problemas de inte-
rés filosófico y comportamental: la privacidad, el poder, la libertad, la 
democracia, la desinformación, algoritmos de microfocalización com-
portamental, la acción colectiva en dominios digitales, entre otros 
(Coekelbergh, 2021, 2022a, 2022b; Lewandowsky et al., 2020; Véliz, 
2021b; Zuboff, 2019). 

Ahora bien, ¿es posible advertir alguna ecología moral de los in-
forgs en la infoesfera? En principio, nuestra naturaleza epigenética es 
dinámica, de un mayor dinamismo en la primera etapa del ciclo vital, 
a uno menor en la etapa final del ciclo. Cada agente dispone de recur-
sos cognitivos para elegir en problemas de elección moral y estos re-
cursos experimentan cambios según la experiencia de aprendizaje, las 
elecciones cotidianas y los dominios de información que cada persona 
frecuenta, que interpelan o reafirman sus preferencias morales. Lo más 
común es la reafirmación y la configuración de burbujas digitales de 
elección moral. Lewandowsky et al. (2020) realizan un inventario em-
pírico de hallazgos sobre cómo la interacción con dispositivos digitales 
tiene efectos en el comportamiento humano con serias implicaciones 
éticas y políticas. Estas interacciones entre agente, dispositivo y pla-
taformas digitales sugieren la existencia de un objeto de indagación 
empírica: el comportamiento online o, en palabras de Floridi (2014) con 
una declaración amplia y ambiciosa, el comportamiento en la infoesfera. 
Los seres humanos, enfatizo, como animales cíborgs transitorios, nos 
vemos conducidos a interactuar con arquitecturas de elección digital, 
en las cuales se ejecutan algoritmos de aprendizaje sobre la curación y 
recomendación de contenidos. 
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En este escenario de interacción emergen dos preocupaciones de 
interés global: la economía de la atención y el riesgo de desinforma-
ción. La atención es la principal fuente de valor y el principal objeti-
vo de una arquitectura digital con fundamento en la economía de los 
datos. Tenemos una alta sensibilidad ecológica a nuestros contextos. 
Ninguna elección se ejecuta en el vacío. Las elecciones cotidianas ge-
neran datos continuos y para esto es necesario capturar la atención 
de los agentes en los contextos de decisión. Y esta se mantiene con 
recursos de persuasión comportamental como incentivos económicos y 
simbólicos, sistemas de condicionamiento operante, diseños con rutas 
de navegación preestablecidas, estímulos que despiertan emociones y 
heurísticas morales particulares en la interpretación de información. 
Las estrategias de comunicación política convencionales han desarro-
llado una experticia en provocar a los agentes para interpretar la infor-
mación de un modo particular, tomar una decisión y dejar una huella 
digital que permita realizar un rastreo de vigilancia y control. 

Los principales atributos cognitivos diagnosticados en investiga-
ciones empíricas que elevan la vulnerabilidad de riesgo a la desinforma-
ción y manipulación son el dogmatismo, el fundamentalismo religioso 
y moral y la edad (Lewandowsky et al., 2020). Un agente usará heurís-
ticas morales en sus interacciones digitales que, a su vez, resultado de 
su atención sostenida y de las decisiones que toma, lo conducen, en 
interacción con algoritmos de aprendizaje en los sistemas de recomen-
dación digital, a cerrar y consolidar un dominio de interpretación. A 
este suceso en la infoesfera se le denomina segmentación de audiencias, 
con dos consecuencias sobre la acción colectiva y la democracia: 

Primero, crea un incentivo para el extremismo porque un político 
puede ganar más votantes en los márgenes extremos de su “base” 
que los que repelen en el medio moderado si pueden dirigir selec-
tivamente mensajes extremos a sus seguidores. En segundo lugar, 
cuando la segmentación va acompañada de la polarización pública, 
los políticos pueden crear sus propios “hechos alternativos” que pre-
sentan como una contramedida ontológica a la rendición de cuentas 
(Lewandowsky et al., 2020, p. 22).

La posibilidad de una acción colectiva entre al menos dos agen-
tes con preferencias morales diversas –y sus heurísticas morales de 
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interpretación y elección– se pone en riesgo en estos dominios de in-
terpretación digital. “El problema no son el autoritarismo y el totalita-
rismo como tal; hay una herida más profunda: la ausencia de solidaridad 
y acción colectiva, y al final la destrucción de la propia esfera política” 
(Coekelbergh, 2022b, p. 117), un contexto de elección sin confian-
za interpersonal e institucional. Nguyen (2020) sugiere la distinción 
entre burbujas epistémicas y cámaras de eco. Las primeras excluyen 
fuentes de información de forma inconsciente, que sean disonantes 
con las preferencias de cada agente; en las segundas, la exclusión de 
estas fuentes es deliberada y sistemática, hasta tal punto que un agen-
te desconfía de cualquier posibilidad alternativa a sus preferencias, de 
ahí el poder de los hechos alternativos sobre las elecciones de las per-
sonas, de un discurso político como contramedida ontológica a la res-
ponsabilidad y la rendición de cuentas. Coekelbergh (2022b) utiliza la 
distinción de Nguyen (2020) para señalar cómo el tribalismo moral de 
nuestra especie se intensifica, en estas interacciones de información, 
generando desconfianza, polarización y violencia entre grupos huma-
nos. En principio, podemos suponer que el acceso a información digital 
global incrementa, por defecto, la opción de expandir el contacto con 
diversas ecologías morales. Sin embargo, nuestras interacciones digi-
tales cotidianas son reflejo de nuestras contradicciones morales y una 
de estas, quizás la más relevante en relación con la acción colectiva, 
es la contracción del contacto y la fragmentación de la confianza entre 
agentes con heurísticas distintas al uso.

Morfología de la incertidumbre

La Fortuna fue representada en el siglo xv como una mujer con los ojos 
vendados; sostiene una rueda para juzgar la suerte. En una de estas 
pinturas, disponibles en el banco de imágenes de Bridgeman Art Ga-
llery de Londres, Sapiencia, otra mujer sentada al frente de Fortuna, 
promete certezas, en el imaginario popular de la época. Antes, el des-
tino de los humanos dependía de los dioses y Fortuna, luego, con el 
advenimiento de la ciencia moderna, los humanos creyeron disponer de 
un fundamento empírico para elegir y no delegar sus acciones a dioses 
o contingencias (Dennett, 2007; Taleb, 2009, 2011). Posteriormente, 
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la distinción entre certeza, riesgo e incertidumbre se consolidó en las 
teorías económicas contemporáneas sobre la elección (Bernstein, 1998; 
Knight, 1921). Casi nadie defiende en la actualidad la posibilidad de 
una certeza objetiva, aunque tengamos la impresión de certeza a esta 
podríamos denominarle subjetiva o epistémica. En estas discusiones 
contemporáneas la distinción entre riesgo e incertidumbre es funda-
mental. En escenarios de riesgo se supone que el agente conoce sus 
alternativas y las posibles consecuencias de sus opciones. En escenarios 
de incertidumbre el agente conoce parcialmente sus riesgos, es decir, se 
enfrenta a la posibilidad de riesgos no reconocidos por sus limitaciones 
epistémicas (incertidumbre epistémica) y las contingencias, por de-
fecto, imprevistas (incertidumbre óntica). Los grados de incertidum-
bre varían según la persona y el contexto de elección, son singulares 
y también compartidos entre agentes. Taleb (2009, 2011) expone una 
interpretación radical según la cual la distinción entre riesgo e incer-
tidumbre, en la práctica, es irrelevante. Según el autor, en términos 
prácticos es difícil demostrar cuándo habitamos un escenario de riesgo 
y cuándo alguno de incertidumbre. La ignorancia, el sesgo y el azar –y 
los denominados arquitectos de elección– configuran con frecuencia los 
contextos de elección que condicionan las decisiones de las personas.

Gigerenzer (2007, 2015a) retoma esta distinción, entre riesgo e 
incertidumbre, para defender la siguiente tesis: las heurísticas o reglas 
intuitivas son especialmente adaptativas en condiciones de incerti-
dumbre. La estadística, para el autor, es útil para juzgar los riesgos co-
nocidos, la heurística es funcional para lograr soluciones satisfactorias 
cuando se ignora información. De hecho, dos rasgos cruciales de la in-
tuición, señalados por Gigerenzer, son la simpleza y el reconocimiento, 
parcial o pleno, de patrones con el uso de poca información. El autor 
propone una singular alfabetización del riesgo con dos atributos espe-
ciales: astucia y sabiduría.3 Y esto es posible a través de la experiencia 

3	 Philip Teclock (2016) expuso años de investigación empírica sobre la eficacia del 
juicio de expertos en temas económicos, políticos y sociales en condiciones de incer-
tidumbre. El autor utiliza la distinción clásica de Berlin (2016) entre zorro y erizo, 
también usada por Gould (2010b), al señalar diferencias y necesidades conceptuales 
de interacción entre las humanidades y las ciencias, para describir dos formas de pen-
samiento en la emisión de juicios y tomar decisiones en contextos de alta volatilidad 
e información imperfecta: 
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y el desarrollo de capacidad para tomar decisiones que involucran la 
formación de la intuición, en tanto esta se reconoce, se evalúa y es usa-
da como un recurso de nuestra naturaleza para elegir, con efectos que 
podemos juzgar como afortunados o equívocos. El desafío consiste en 
mejorar esta discriminación, no en devaluar la intuición como capaci-
dad inferior que requiere ser reemplazada por la deliberación racional.

Floridi (2019b), rememorando la novela Eminencia gris de Huxley 
(2021 [1941]), resalta una novedosa morfología de la incertidumbre 
en la infoesfera en conexión con el poder gris, como poder no manifiesto, 
que subyace al poder reconocido:

El emergente nuevo “poder gris” se ejerce en relación con qué pre-
guntas se pueden hacer, cuándo y dónde, cómo y por parte de quién 
y, por lo tanto, qué respuestas se pueden recibir. Y dado que una 
pregunta sin respuesta es solo otra definición de incertidumbre, se 
puede resumir todo esto diciendo que, en las sociedades de la infor-
mación más maduras, la morfología del “poder gris” es la morfología 
de la incertidumbre. Quien controla las preguntas controla las res-
puestas, y quien controla las respuestas controla la realidad (p. 15).

Floridi (2019b) –y otros expertos en filosofía de la tecnología que 
se han ocupado del tema (Coekelbergh, 2021, 2022a, 2022b; Véliz, 
2021b)– señala que el poder político suele estar sometido al poder eco-
nómico y este último es sometido a una economía basada en los datos, 
fortalecida por la industria de la tecnología de la información. Esta úl-
tima define pautas de juego en las interacciones cotidianas e incide no-
tablemente en el comportamiento de las personas. Y se describe como 
poder gris porque nuestra atención lo pierde fácilmente de vista y se 
focaliza, por ejemplo, en las personas que utilizan la tecnología, no en 

Los enérgicos erizos sabían mucho de un gran tema y buscaron, bajo la bandera de 
la parsimonia, extender el poder explicativo de ese gran tema para “cubrir” nuevos 
casos; a los zorros, más eclécticos, que sabían poco de muchos temas, no les im-
portó improvisar soluciones ad hoc para seguir el ritmo de un mundo en constante 
cambio. […] Los zorros fueron más sensibles al modo en que fuerzas contradic-
torias pueden producir equilibrios estables y, como resultado, “sobrepredijeron” 
pocas desviaciones, para bien o para mal, del statu quo. Pero los zorros no predije-
ron mecánicamente extrapolando el pasado. Reconocieron la precariedad de los 
diferentes equilibrios e hicieron sus apuestas sin descartar nada como imposible 
(Teclock, 2016, pp. 48-49).



207

los dispositivos, las plataformas digitales y los algoritmos en sí; además, 
el poder gris configura nuestros entornos de elección e interpretación 
de información. Cobo (2019) se refiere a los algoritmos como agentes 
intermediarios entre la cognición y la realidad “que permiten filtrar 
o manipular una realidad en particular. A medida que los algoritmos 
tienen más relevancia en la vida social, se convierten en máquinas cul-
turales que operan en la intersección entre código y cultura” (p. 85). 
Estos pueden llegar a ser percibidos y usados como agentes morales 
que deciden sobre la vida de otras personas. Sin embargo, para Véliz 
(2021a), estos deben ser juzgados como zombis morales “–[…] criatu-
ras que se comportan como agentes morales pero carecen de sensibi-
lidad– son incoherentes como agentes morales” (p. 496). El entendi-
miento moral para Véliz (2021a) solo es posible en la comprensión del 
dolor y el placer. Una postura que difiere del consecuencialismo débil 
de Rahwan et al. (2019), que enfocan sus esfuerzos en desarrollar al-
goritmos de elección moral en vehículos autónomos. Coincido con Gi-
gerenzer (2023) al señalar que hay una extensa tradición en psicología 
moral de ignorar la incertidumbre en problemas de elección moral, con 
diseños experimentales que obvian la racionalidad ecológica y social de 
los agentes; a propósito de los vehículos autónomos “en el tráfico real, 
la certeza sigue siendo una ilusión; tanto la inteligencia humana como 
la artificial se ven obligadas a tomar decisiones sin saber exactamente 
cuáles serán las consecuencias” (Gigerenzer, 2023, p. 83).

La noción de poder es una categoría moral que expresa una ten-
sión permanente entre agentes, en la emergencia de cualquier acción 
colectiva. Y esta nueva configuración, como poder gris que define una 
morfología de la incertidumbre en la infoesfera, plantea un acuciante 
desafío ético que debe considerar nuestra naturaleza tribal y la tenden-
cia de interpretar información que puede conducir a la desconfianza 
y a la imposibilidad de una interacción razonable entre grupos huma-
nos. Coekelbergh (2022b), inspirado en Bourdieu (1990), señala que 
la constitución de sí mismo es una cuestión de habitus, una serie de ac-
ciones habituales y performativas en interacciones cotidianas y el uso 
de herramientas técnicas, especialmente digitales; en este habitus, y en 
relación con la tecnología mediada por algoritmos como zombis mora-
les, “los humanos no están ausentes; co-interpretamos, co-dirigimos y 
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co-actuamos” (Coekelbergh, 2022b, p. 157) con las herramientas, en 
una epigénesis moral que nos transforma de manera dinámica y nos 
abre y nos cierra ecologías de posibilidad moral.

Decidir no decidir (o que otros decidan por nosotros)

Navegamos por contextos de elección. Estos son estáticos o dinámicos. 
Los últimos se transforman de forma continua en función de nuestras 
preferencias reveladas. Sunstein (2019, 2021) sugiere que los huma-
nos transitamos por escenarios de elección con diferentes grados de 
complejidad. Existen arquitecturas de elección más navegables que 
otras, es decir, en algunos escenarios podemos presentir que las op-
ciones son fáciles de identificar y es posible juzgar las consecuencias 
de seleccionarlas; en otros, la información es ambigua, con poca o nula 
retroalimentación y obstáculos que impiden transitar con ligereza y 
claridad. Y en este espectro de opciones, navegamos también en medio 
de múltiples intereses que desean nuestra atención como interfaces 
humanas. Las opciones por defecto se hicieron populares en economía 
del comportamiento (Johnson y Goldstein, 2003; Thaler y Sunstein, 
2009). Con frecuencia los agentes tienen un aparente sesgo de statu quo 
para tomar una decisión activa, prefieren asumir alguna opción dada 
por algún otro agente en un contexto de elección, antes de elegir de 
forma autónoma cualquier otra alternativa. Esto también tiene impli-
caciones en el uso de herramientas técnicas y plataformas digitales. 
Aceptamos por defecto los términos y condiciones para usar el servicio, 
por ejemplo, de una aplicación instalada en un smartphone, y no adver-
timos los acuerdos pactados en la gestión de la información privada.

Cuando los humanos usamos herramientas para desplegar capaci-
dades cognitivas generamos bucles de retroalimentación de control y 
automatización. El control racional permite la incorporación de algu-
nos aprendizajes relevantes, luego automatizamos estos aprendizajes 
como recursos espontáneos de elección. Pensemos en el aprendizaje 
de cualquier nuevo oficio, esto es notable en aquellos que requieren 
una acción motriz observable y continua con el hábito, en el cual em-
pleamos un esfuerzo cognitivo mayor en la primera etapa de práctica y 
luego liberamos este esfuerzo para ejecutar otras acciones o desarrollar 
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nuevas habilidades. Con las herramientas técnicas digitales cedemos 
este esfuerzo cognitivo para resolver problemas y dedicar la atención 
a diversas tareas. Según Sunstein (2017), podemos incrementar nues-
tros grados de libertad cuando disponemos de herramientas técnicas, 
agentes artificiales y contextos de elección que se ocupan de tareas de 
forma automática. Con este argumento, el autor defiende la idea que 
el diseño deliberado de una arquitectura de elección no implica por 
defecto coerción, antes bien, puede ampliar considerablemente las po-
sibilidades de elección con la automatización de procesos. De la misma 
forma como aprovechamos una calculadora para realizar operaciones 
matemáticas que antes ejecutábamos de modo mental o con la ayuda 
artesanal de un lápiz y un papel, otras acciones pueden ser delegadas 
a herramientas técnicas mientras podemos optimizar el tiempo y dedi-
carnos a las tareas que requieren atención y deliberación. Sin embargo, 
no todas las elecciones que ejecutamos pueden juzgarse de la misma 
forma. Una cosa es resolver una tarea matemática y otra es delegar 
una decisión que tiene efectos morales a un algoritmo, como cuidado 
y daño en nuestras vidas y en las vidas de otras personas. El discerni-
miento es clave para juzgar nuestra responsabilidad moral en el uso de 
diversas herramientas técnicas en problemas de elección. 

Véliz (2021b) advierte la existencia de un poder blando manipu-
lador en el diseño de arquitecturas de elección digital. Se sirve de una 
distinción entre poder duro y poder blando. El primero ocurre de ma-
nera paternalista; esta forma de poder obliga a elegir unas opciones pre-
determinadas. El segundo insinúa que tenemos posibilidad de elección; 
entre dos alternativas de respuesta sugiere una, y motiva al agente a 
elegirla, y mantiene abiertas ambas opciones de elección. La fuente de 
poder somos nosotros; nuestros datos, biométricos y comportamentales, 
confieren poder de influencia a otros agentes interesados en intervenir 
en nuestras decisiones cotidianas. Según Véliz (2021b), el poder blando

consigue que hagamos algo en beneficio de otros con el pretexto 
de que lo hacemos en nuestro propio beneficio. Se sirve de nuestra 
voluntad para usarla contra nosotros. Bajo la influencia del poder 
blando, nos comportamos de formas que no son las que más nos con-
vienen. El poder blando manipulador nos hace cómplices de nuestra propia 
victimización (p. 64).
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Ante este tipo de objeciones frontales sobre el poder blando como 
paternalismo libertario, Sunstein (2016, 2017) sitúa la responsabilidad 
en el arquitecto de elección, en la persona o conjunto de individuos 
que diseñan nuestras rutas de navegación como contextos de elección; 
en la medida en que estos agentes responsables de los contextos de 
elección ofrezcan garantías de detección de sesgos y cumplimiento de 
acuerdos éticos, según el autor, no deberíamos temer un riesgo en la 
manipulación de nuestras decisiones. No obstante, el reconocimiento 
de esta vulnerabilidad es sesgada por los intereses en pugna de los 
arquitectos de elección, humanos o artificiales. Gigerenzer (2015a, 
2015b, 2023) tiene una postura escéptica al respecto, prefiere reco-
mendar que la agencia en la toma de decisiones requiere, de nuevo, 
una alfabetización del riesgo para detectar el riesgo de manipulación 
en la economía de la atención y la desinformación. Un agente, con 
este nivel de alfabetización en la elección, prefiere la ejecución de una 
elección activa, no pasiva, en relación con los contextos de decisión. 
Si bien, y a propósito de la tendencia al statu quo y el poder gris, prefe-
rimos decidir no decidir (o que otros decidan por nosotros), el riesgo 
que asumimos en el despliegue razonable de nuestra agencia –y la ex-
posición a ecologías morales diversas– es elevado. Lograr un equilibrio 
dinámico entre el uso de herramientas técnicas de automatización para 
elegir y la deliberación consciente en escenarios de elección es quizás 
uno de los desafíos prácticos más relevantes en la actualidad. 

Es necesario, en el contexto de la infoesfera, aprender a elegir en 
lugar de elegir, como agencia activa, como una forma de alfabetismo 
digital crítico que “trasciende el uso instrumental e informacional de 
los dispositivos y plantea interrogantes sobre el rol y los efectos de la 
masificación de los dispositivos digitales en la sociedad actual” (Cobo, 
2019, p. 166). Sin embargo, coincido parcialmente con esta tesis del 
autor. A mi juicio, es necesario aprender a decidir no decidir, es decir, 
a utilizar arquitecturas de elección en la automatización de procesos 
para expandir nuestros grados de libertad, y es indispensable apren-
der a elegir en lugar de elegir, especialmente para detectar los riesgos 
característicos de esta novedosa morfología de la incertidumbre que 
amenaza el despliegue de nuestra agencia activa y el desarrollo de ac-
ciones colectivas entre preferencias morales diversas, al aprovecharse 
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del característico tribalismo con el cual solemos juzgar los problemas 
de elección moral. 
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