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Rizoma y complejidad para la ética 
en Inteligencia Artificial 

Carlos Salazar Martínez

Introducción

Los sistemas de Inteligencia Artificial deben ser, ante todo, asumidos 
desde su complejidad. A saber, estos ponen en relación personas con 
tecnologías, tecnologías con gobiernos, inversionistas con usuarios, 
desarrolladores con datos, fenómenos cognitivos con modelos mate-
máticos; todo esto a través de procesos continuos de producción, in-
teracción, implementación, financiación, despliegue y desarrollo que 
obligan a que todos los interesados en una ética para este tipo de tec-
nologías acepten como tarea primordial identificarlos y analizarlos, más 
allá de las categorías, partes y componentes, a través de sus interaccio-
nes y reciprocidades, transformaciones y mutaciones, transducciones y 
transcodificaciones.

Una sociedad que se encuentra frente al desarrollo y uso masivo 
de herramientas que permiten el análisis, el procesamiento y la gene-
ración de datos e información debe alfabetizar para la complejidad con 
la pretensión de que los actores involucrados no estén al margen de sus 
beneficios y deficiencias. Lo digital, y con esto la Inteligencia Artifi-
cial, nunca es solo el usuario y su dispositivo, son todos los fenómenos 
que agencian esa interacción, y que se encuentran movilizados por una 
serie de intereses y perspectivas que se extienden desde las virtudes 
y deficiencias del desarrollador, hasta las posturas ideológicas del in-
versionista y el creador, pasando por los sesgos de los etiquetadores y 
moderadores, así como por las habilidades cognitivas de los usuarios.

El presente capítulo tiene por objeto delinear, teniendo el modelo 
rizomático como guía, el tipo de ejercicio epistemológico que requiere 
no solo comprender los sistemas de Inteligencia Artificial sino tam-
bién asumir una perspectiva ética, crítica e informada asociada a ellos. 
Ante todo, busca encontrar, en paralelo, una forma de considerar este 
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fenómeno evitando los reduccionismos, las lógicas arborescentes, las 
causalidades lineales y las listas de chequeo.

Este capítulo está constituido por tres apartes. En primer lugar, 
a modo de introducción, se presentarán los sistemas de Inteligencia 
Artificial de acuerdo con la teoría del rizoma de Deleuze y Guattari. 
En segundo lugar, se estudiará el vínculo entre los fenómenos de la 
conciencia y los modelos matemáticos. Y, en tercer lugar, se describirán 
otros campos de intensidad asociados al devenir de este fenómeno tec-
nológico. Por último, algunas consideraciones y conclusiones.

Pensamiento rizomático 
para los sistemas de Inteligencia Artificial

Gilles Deleuze y Félix Guattari (2020) afirman que los fenómenos de-
ben ser comprendidos desde su naturaleza rizomática, desde un tipo 
de mapa producido, construido, siempre desmontable, conectable, al-
terable, modificable, con múltiples entradas y salidas, con sus líneas de 
fuga. Los sistemas de Inteligencia Artificial exigen pensar de esta forma, 
desde quienes los utilizan y distribuyen hasta quienes los desarrollan y 
regularizan. Delinear una ética para ellos, considerando esta perspecti-
va, puede parecer absurdo ante la mutabilidad de sus múltiples estratos 
y segmentos, pero no deja de ser una responsabilidad intentarlo.

La complejidad asociada a este tipo de tecnologías requiere una 
comprensión desde las funciones, las relaciones y los devenires. En 
palabras de Deleuze, más que definir o conocer los fenómenos por lo 
extensivo es pertinente hacerlo por lo intensivo, preocupándose por 
dibujar el mapa de los gradientes o intensidades que los hacen posibles 
(Deleuze, 1989). Es decir, entender las actividades, responsabilidades 
y diferencias entre las dimensiones y estratos asociados a su diseño, 
creación, producción, comercialización, financiación, despliegue, regu-
lación, distribución y uso. 

Con el propósito de proponer una lógica rizomática para los siste-
mas de Inteligencia Artificial es pertinente considerar tres elementos: 
primero, las dimensiones o actores del sistema, que comprenden tanto 
a las personas y tecnologías como a las entidades u organizaciones; se-
gundo, los estratos asociados a la composición interna de cada una de 
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dichas dimensiones; y tercero, las relaciones que se establecen entre 
dimensiones y estratos generando sistemas de diferencias, entidades 
continuamente mutables o haecceidades como las denominan Deleuze 
y Guattari (2020).

Son innumerables las dimensiones, estratos y relaciones posibles, 
pero reconocer y describir algunas de ellas desde esta perspectiva per-
mite un acercamiento a la comprensión de la complejidad asociada a 
estos sistemas. 

La dimensión usuario, por ejemplo, está constituida en principio 
por un ser consciente, en continua ejecución de sus facultades cogniti-
vas, afectivas y comportamentales, integrado a un contexto que posibi-
lita su interacción con el sistema, una tecnología en la que las activida-
des son digitalizadas para obtener datos que son procesados con miras 
a identificar y producir estímulos, lo que genera un lazo de realimenta-
ción adaptativo. Para Deleuze y Guattari (2020), de hecho, el fenómeno 
cibernético e informático no admite propiamente seres humanos como 
usuarios o consumidores, sino como piezas o componentes intrínsecos, 
inputs, outputs, feedbacks, iteraciones o recurrencias, que pertenecen a la 
máquina y ya no a la manera de producirla o de utilizarla. El ser humano 
cumple más un rol de intermediario haciendo posible la extensión entre 
las cosas y los pensamientos. En los sistemas de Inteligencia Artificial 
este mismo tipo de rol está asociado a diseñadores, inversionistas, co-
mercializadores, etiquetadores, matemáticos y todos los demás.

También está la dimensión ia, aquella configurada por los modelos 
matemáticos que le dan sustento; constituida por el software: los algo-
ritmos desarrollados en lenguajes de programación y líneas de código; y 
el hardware: que va desde los sistemas de servidores hasta los circuitos 
integrados. En otras palabras, la ia es la tecnología como tal, es la parte 
del sistema que operacionaliza digitalmente modelos matemáticos y 
algoritmos, lista para interactuar con los usuarios o con otros servicios.

Si se estudian en relación, la ia y el usuario generan una haeccei-
dad que participa activamente del sistema, y suscitan no solo relacio-
nes diferenciales entre ellos, como las que se dan entre los estratos 
ia|modelos matemáticos y usuario|fenómenos cognitivos (Nyholm, 
2024; Salazar y Quintero, 2023), sino entre todas las otras dimensio-
nes y capas concomitantes, lo que estable un filum o flujo operatorio y 
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expresivo tanto natural como artificial, en variación continua, portador 
de singularidades y rasgos de expresión (Deleuze y Guattari, 2020) 
que prolonga, por ejemplo, las capacidades de procesamiento de una a 
otro o las operaciones cognitivas de uno a otra haciendo posible el paso 
de estos rasgos de un agenciamiento a otro.

Como sostiene Deleuze (1980), el mundo está configurado por 
diferencias de intensidad. En este caso, esas diferencias de intensidad 
articulan la interacción entre el ser humano-usuario y la Inteligencia 
Artificial. Un tipo de relación silenciosa e imperceptible posible debi-
do a la digitalización de la vida y de la que apenas logramos avizorar sus 
consecuencias a corto, mediano y largo plazo.

A corto plazo, por ejemplo, es pertinente preguntarse hasta qué 
punto somos dependientes de estos sistemas. Si es posible llevar a 
cabo actividades de la vida diaria sin su intermediación. O más compli-
cado aún, si ante un acontecimiento imprevisto se es capaz de respon-
der con una acción o encontrar una solución que requiere la habilidad 
de recordar un número u orientarse en una ciudad. En este punto del 
desarrollo de este campo de intensidad se encuentra, de igual manera, 
la toma de decisiones; un proceso en el que el contexto cultural y el 
tipo de información a la que está expuesto cada individuo afecta sus 
determinaciones; una dinámica en la que claramente tienen una in-
fluencia cada vez más importante los medios, las aplicaciones digitales 
y las herramientas autónomas. Muchas de las decisiones que toma-
mos a diario no se ejecutan sin realizar una consulta a algún motor de 
búsqueda o a una red social, entornos que, como ya hemos destacado, 
reflejan los sesgos de sus creadores o las perspectivas ideológicas de 
sus inversionistas. La digitalización de la espera es otro fenómeno de 
interés en términos de lo que ocurre en este agenciamiento; la espera 
ha sido ludificada a través de toda una serie de artimañas digitales que 
hacen que esta condición, absolutamente humana, vinculada a la rela-
ción que establecemos con el tiempo, se vea truncada.

A mediano plazo, en este suceder es posible considerar la depen-
dencia que tendremos de este tipo de herramientas para acceder a 
algún recuerdo o para formularnos una simple pregunta sin necesidad 
de la función de autocompletar. Incluso el hecho de que las herra-
mientas digitales de gestión de nuestros álbumes personales se tomen 
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el trabajo de evocar por nosotros una experiencia grabada o registra-
da para enviarnos una notificación de un recuerdo de hace tres años. 
Hasta qué punto todo este tipo de aportes o soportes cognitivos de 
una dimensión a otra hace posible un devenir-algoritmo. Los correos, 
las notificaciones, los calendarios, los dashboards de rendimiento im-
ponen ritmos de trabajo, un fenómeno que comienza a presentarse en 
contextos distintos al personal. De igual manera, a escala social, se 
debe pensar en los algoritmos que permiten generar redes o extender 
las relaciones filiales, otra forma de la digitalización de un fenómeno 
cognitivo complejo, abrirse paso en entornos sociales exige la opera-
ción de un sinnúmero de funciones mentales (Brooks, 2012), desde la 
confianza hasta el análisis de discurso, pasando por la creatividad, el 
reconocimiento, la promesa, el compromiso y tantos otros. 

A largo plazo, las preguntas son sobre la especie misma, sobre el 
tipo de entidad que es y será esa haecceidad, algunos ya le han dado el 
nombre de transhumanismo (Gabriel, 2019). Hasta qué punto se po-
drían producir cambios en lo biológico, fisiológico, anatómico o genético 
a raíz del uso continuo de estos sistemas en el transcurso de genera-
ciones. De qué manera estas mutaciones harán mella o expandirán las 
capacidades mentales, cognitivas y afectivas de los seres humanos. Una 
pregunta que, en principio, puede responderse en uno u otro sentido y 
en la que, sin embargo, queda la sombra de las grandes corporaciones, 
que dueñas de la distribución de estos servicios cognitivos generan una 
dependencia a cambio de exponer a los usuarios a cualquier tipo de 
publicidad. El cerebro-algoritmo será, con el paso del tiempo, el campo 
de intensidad más adecuado para buscar respuestas frente a las trans-
formaciones que produjo la utilización de dispositivos digitales poten-
ciados por el embeber herramientas autónomas, hasta qué punto todos 
esos fenómenos cognitivos y su forma algorítmica fueron suplantados y 
potencializados, hibridados y disgregados, territorializados o desterrito-
rializados (McLuhan, 1964; Ott, 2023;).

En este punto es como si se pudiera parafrasear el consabido ejem-
plo de Deleuze con respecto a la relación que establece la abeja y la or-
quídea (Deleuze y Guattari, 2020). La Inteligencia Artificial aparenta 
formar una imagen de humano, pero de hecho hay un devenir-humano 
de la ia, un devenir-ia del humano, una doble captura, puesto que “lo 
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que” cada una deviene cambia tanto como “el que” deviene. Lo hu-
mano deviene una parte del aparato cognitivo de la ia, y la ia deviene 
prótesis cognitiva para el humano (Salazar, 2022). Continuando con el 
parafraseo (Deleuze y Guattari, 2020), en el bloque de acontecimien-
tos que une al ser humano y la ia se produce una común desterritoria-
lización: del ser humano en tanto que deviene una pieza liberada del 
aparato cognitivo de la ia, pero también de la ia en tanto que deviene 
el objeto de un proceso cognitivo del ser humano liberado a su vez 
de su propia función cognitiva. Ese bloque o segmento no une al ser 
humano-usuario y la ia, ni tampoco las conjuga o las mezcla: pasa entre 
las dos, arrastrándolas a un entorno común en el que los puntos dejan 
de ser discernibles.

De hecho, es acá en donde hay cierto tipo de ciencia ficción que 
no logra captar la esencia del devenir-algoritmo o el devenir-humano. 
Sus fábulas, desde una lectura de primer nivel (Eco, 1997), muestran 
algoritmos humanizados o seres humanos algoritmizados en un punto 
tal que no es posible distinguir unos de otros. Sin embargo, en una lec-
tura de tercer nivel, se comprende que esos sistemas de ia obran como 
personajes que son la representación de déspotas deshumanizados; o 
que los robots están implicados en el relato como analogía de socieda-
des esclavizadas y sin derechos. Este tipo de historias no representan 
de manera adecuada el fenómeno de reterritorialización o desterrito-
rialización que se da en el devenir que preocupa a la ética.

El ser humano-diseñador también se enfrenta a un escenario en el 
que continuamente se intenta que la ia esté cada vez más desarrollada, 
alcance su punto óptimo, sin conseguirlo. Solo dejando que en las actua-
lizaciones que los seres humanos-usuarios o seres humanos-diseñadores 
hacen de sus recursos se puede dar, en este continuum, una tendencia 
a constituirse en una tecnología cada vez más atractiva –eso sí– sin al-
canzar las capacidades integrales de los seres humanos. Igual que en la 
relación de las orquídeas y las abejas, ambas entidades obtendrán bene-
ficios en ese campo de diferencias. Un eterno suceder porque nunca la 
ia será humana ni lo humano será ia, pero entre los dos configurarán una 
entidad que es un campo de intensidades, articulando otro de los de-
venires no humanos de la especie. Cíborgs transitorios y melancólicos, 
como sostiene Fernando Broncano (2012), puesto que las diferencias de 
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intensidad que se surten producirán fenómenos cognitivos, afectivos y 
comportamentales cada vez más improbables e impredecibles.

En este acaecer, pese a los intentos por ver integradas ambas par-
tes, siempre habrá de un lado el componente humano y del otro un 
componente no humano, la relación entre ambos genera una entidad 
que no se entiende como un ya terminado sino como un continuo in-
tercambio de intensidades. Además, hay que agregar a este aspecto la 
condición de estar regida por múltiples dominios, entre ellos los enu-
merados en los campos de intensidades. En ese sentido, ese suceder, 
como en todo sistema complejo, se encuentra vinculado a otro sinnú-
mero de intensidades y devenires. Sin embargo, se aspira a que, ante 
la posibilidad de que cada individuo tenga la capacidad de generar su 
propia ia, sea posible recuperar esa ambición de que esta haecceidad 
obre como una intensidad independiente o, por lo menos, sin los vicios 
de forma que impone la relación de esta tecnología con unos cuantos 
intereses económicos o políticos. 

En el caso del campo de intensidad o agenciamiento usuario-ia, la 
interacción propicia una transformación continua de ambas dimensio-
nes puesto que uno entrena al otro en busca de un beneficio mutuo. 
Puede considerarse incluso que la transformación sucesiva de esta in-
teracción pasa por fases que van desde el interés o la implicación, el 
aprendizaje o la realimentación, la dependencia o el apego y el tedio o 
la repetición. Esto demuestra que los rasgos intensivos están asociados 
a relaciones de poder con respecto a las cuales el nuevo afán es alcanzar 
un filum o flujo ético.

La ética en ia es incompleta cuando evita el estudio de los afectos 
y sus transformaciones, de cómo pueden o no componerse con otros. 
Como afirman Deleuze y Guattari (2020) siguiendo a Spinoza, la ética 
deriva de comprender las relaciones y las intensidades. Las diferencias 
de intensidad son las realmente importantes en el campo de la ética en 
Inteligencia Artificial más que las categorías. Son esas intensidades los 
verdaderos elementos de preocupación porque son ellas las que articu-
lan las narrativas, las preguntas, los debates, los dilemas. Una ética solo 
de categorías no tiene sentido, es necesario determinar los campos de 
intensidad para dar forma y englobar posibles afectaciones y beneficios.
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La explicabilidad del filum 
modelos matemáticos-fenómenos cognitivos

La mayoría de las propuestas en ética postulan que estos campos de in-
tensidad deberían darse en el marco de la autonomía, la beneficencia, 
la no maleficencia, la justicia y la explicabilidad (Annany, 2016; Fetic 
et al., 2020; Floridi et al., 2018). Valores asociados a filums relacionados 
con la necesidad de entender cómo las relaciones entre las dimensio-
nes y estratos que configuran los sistemas de ia se encuentran en un 
constante suceder de territorialización y desterritorialización de roles 
de poder e indefensión, de seducción y repulsión, de comprensión e 
ignorancia, a los que se pretende dárseles algún tipo de control. Den-
tro de los muchos retos asociados a esta aspiración está la exigencia 
que se hace a los diseñadores para que sus sistemas sean transparentes, 
responsables y confiables. Estos desafíos necesariamente los enfrentan 
a paradigmas propios de su quehacer. 

El modelo de caja negra es uno de los paradigmas más interesantes 
de los asociados a este fenómeno, este recoge la dificultad que supone 
confiar en las respuestas generadas por un modelo del que no se tiene 
una comprensión completa. La alternativa desarrollada para hacer fren-
te a este fenómeno es la Inteligencia Artificial explicable, una propues-
ta por la posibilidad que tienen tanto el desarrollador como los múlti-
ples actores involucrados en la creación, despliegue, comercialización y 
uso de esta tecnología, de entender, comunicar y explicar con claridad 
por qué el modelo funciona como lo hace (Molnar, 2022; Rai, 2020).

En el caso del campo intensivo ia-diseñador la capacidad inventiva 
del creador se complementa con su talento para esbozar y desplegar el 
sistema explicando estos procesos y sus implicaciones al resto de las 
dimensiones, en un desarrollo que pasa por fases que van de la concep-
ción y el diseño, al despliegue y la comercialización, la versionalización 
y la personalización. Este campo está compuesto por un sinnúmero de 
capas, dentro de las cuales se cuentan los niveles de producción y des-
pliegue, así como los estratos asociados a la matemática en sí, además 
de la industrialización de los sistemas de cálculo.

En este sentido, hay una multiplicidad de factores que impiden 
una comprensión completa de ciertos tipos de sistemas de Inteligencia 
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Artificial dada la naturaleza de los datos, la robustez de los problemas 
o la concepción misma del modelo matemático (Carabantes, 2020). 
Una de las grandes dificultades para explicar de manera real y profunda 
los sistemas de Inteligencia Artificial es la poca o casi nula capacidad 
que hemos tenido, históricamente, para enseñar por qué la matemática 
hace lo que hace (Daston, 2017). Dilucidar su acontecer, sus líneas de 
fuga, sus agenciamientos es uno de los muchos retos que debe asumir 
la ética en la ia.

En los sistemas de Inteligencia Artificial las diferencias de inten-
sidad que configuran las dimensiones diseñador-ia-usuario están en el 
centro de las preocupaciones y los intereses. Si lo concebimos por se-
parado podría decirse que estas diferencias en el campo diseñador-ia 
están asociadas esencialmente a la relación de los intereses y valores 
que representan, los modelos matemáticos que utilizan, los algoritmos 
que despliegan y los datos que procesan. Mientras que el campo de 
intensidad ia-usuario está compuesto por la disposición a interactuar, 
el contexto en el que se da dicha interacción, los datos que se ceden 
y se obtienen, así como los fenómenos de la conciencia que se afectan 
o potencian. 

En este sentido, podría afirmarse que la ia está dotada con la au-
tonomía para modificar ciertos atributos en beneficio del usuario sin 
dejar de rendir tributo al desarrollador, esto genera un pliegue entre los 
intereses de uno a cambio de algo del otro: puede ser esto la atención, 
la privacidad, las decisiones, las funciones cognitivas, etc.

En una herramienta autónoma no se fija un mensaje sino unas 
funciones. Ejemplo de esto es que las notificaciones que nos llegan 
sobre productos, servicios o descuentos están dadas por la función de 
segmentarnos como un cliente objetivo de acuerdo con los gustos, pre-
ferencias o estados afectivos haciendo uso de modelos matemáticos 
que comprenden la reducción de dimensiones o las técnicas de cla-
sificación. En el despliegue y la especificidad de esas funciones que 
han sido fijadas recae el gran diferencial de la ia. Sin embargo, lo que 
se persigue acá es que el usuario vaya en busca de esas funciones y 
trascienda la notificación a la que está expuesto de manera directa, lo 
que se espera es que el diseñador explique esa función y cada usuario 
interprete por qué se da en o para él. 
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Es decir, por un lado, se exige que el usuario desarrolle la capa-
cidad de interpretar el resultado con base en la explicación que da el 
diseñador sobre el sistema. Y por otro, se espera que la explicación del 
diseñador sea lo suficientemente clara para que el usuario ponga en 
acción los recursos necesarios para que, más allá de la simple interac-
ción, comprenda los resultados y su pertinencia, y la forma en que en el 
suceder de este campo de intensidad la apropia y la modifica.

La matemática acá es un recurso preponderante para dar marco a 
la interpretación y a la explicación. Las funciones y los modelos mate-
máticos embebidos en los sistemas de inteligencia artificial son una 
capa o estrato primordial, es lo que se espera que sea interpretado y 
explicado, al fin y al cabo, son ellos el eslabón de los campos de interac-
ción asociados al desarrollo, despliegue, comercialización y uso de la ia. 
Estos modelos tienen una forma algorítmica. Estos algoritmos son los 
que dan la posibilidad de que el modelo sea embebido y termine adap-
tándose a cualquier contexto de uso. En este sentido, el modelo ma-
temático es como una palabra que dependiendo del contexto adquiere 
una función metafórica, es como un enunciado que ante el fenómeno 
de enunciación adquiere la forma de acto de habla directo e indirecto 
(Searle, 1977, 1990a, 1990b).

Se debe entender que estas funciones y modelos matemáticos, en 
el desarrollo de la historia de la conciencia y el cálculo, están marca-
dos por lo difícil que es interpretarlos. No solo en su expresión formal 
sino también funcional. Como su mismo nombre lo indica, los mode-
los como las metáforas son herramientas heurísticas, no son la cosa 
misma, son una representación incompleta de un fenómeno cognitivo, 
por ejemplo. Como lo hace evidente Grace Lindsay (2021), algunos 
modelos matemáticos están estrechamente vinculados al estudio del 
funcionamiento de la mente, igual que Daugman (2001) demuestra 
que las metáforas y el estudio del cerebro lo están. Modelos matemá-
ticos y metáforas hacen parte esencial de las herramientas y funciones 
que debe considerar la explicabilidad de la intensidad que se da en la 
haecceidad diseñador-ia-usuario.

Son dos las condiciones que agravan la explicabilidad pretendida 
por los marcos éticos en la ia y en particular con el filum que se da 
en esta haecceidad. En primer lugar, la asociada con el hecho de que 
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el desarrollo y la consolidación de una tecnología conlleva el olvido 
del problema que le dio origen (Blumenberg, 2013). Las herramientas 
desarrolladas por la matemática implican el olvido de las dificultades 
cognitivas que se presentaron al inicio del surgimiento del problema. 
En otras palabras, la forma digital y distribuida de estos modelos mate-
máticos está asociada no solo al olvido del problema que le dio origen 
sino a su suplantación. Una interpretación para este tipo de modelos 
en su versión algorítmica debe buscar ese desafío origen para expli-
car las potenciales implicaciones que tiene su uso. En segundo lugar, 
está la asociada al hecho de que la digitalización de los modelos ma-
temáticos hace parte del proceso de industrialización del cálculo, un 
fenómeno que permite la descentralización de las labores asociadas a 
su producción y que implica una serie de capas y pasos en los que los 
participantes no necesitan estar en contacto unos con otros más allá 
de entregar los modelos o paquetes, las bases de datos y las etiquetas, 
los servicios y los resultados (Daston, 2017). Así, si bien los modelos 
desarrollados hacen parte esencial de la herramienta, todas esas otras 
capas y sus responsables condicionan su desempeño dificultando el 
proceso de interpretación. Es por eso por lo que, en principio, se habla 
del diseñador y no del matemático per se puesto que acá interesa el ser 
humano que toma todos los recursos disponibles y los integra.

En otras palabras, por un lado, la interpretación que se hace de un 
sistema de ia exige perseguir los propósitos del diseñador y el proble-
ma al que se le dio solución con el modelo matemático que fue imple-
mentado. La exigencia de una ia responsable, confiable o ética implica 
no solo interpretar su condición inmediata sino su devenir. Por otro 
lado, aunque el diseñador explique con total claridad las condiciones y 
propiedades que motivaron e hicieron posible el artefacto, la historia 
de la tecnología ha demostrado que el usuario tiene la potestad de 
adoptar todo tipo de herramientas de acuerdo con sus necesidades y 
gustos (Salazar, 2014). 

Sin embargo, en el caso de las herramientas autónomas la inter-
pretación como fenómeno de intensidad y filum, más allá de exigir 
transparencia a los diseñadores, es un requerimiento dada la necesidad 
de verificar la información tanto por los entes regulatorios como por 
los eventuales “usuarios modelo”. Es decir, aquellos que, siguiendo a 
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Umberto Eco (1997) y su “lector modelo” o de “tercer nivel”, tienen 
la capacidad de interpretar las funciones de la herramienta autónoma 
de manera precisa, develando toda la capacidad de sentido inherente 
a esta, gracias a información relacionada no solo con la que provee el 
autor, el contexto en el que fue diseñado, el proceso de desarrollo, sus 
vínculos a otros sistemas, sino también los procesos históricos, políti-
cos y económicos involucrados. Desde la explicabilidad y en manos de 
un usuario modelo, la herramienta y sus funciones deberían develar 
capas de significado a medida que el proceso de interpretación tiene 
lugar durante el uso de la ia.

Otros segmentos e intensidades 
dentro de los sistemas de Inteligencia Artificial

Evidentemente, todas las dimensiones con todos sus estratos conco-
mitantes generan entre sí este tipo de intensidades, gradientes o di-
ferenciales en un devenir ia-inversionista, ia-Gobierno, ia-academia, 
bigtech-ia, algoritmos-datos, datos-usuario, datos-desarrolladores. 
Todo este tipo de segmentos entre múltiples dimensiones y capas de-
muestran la multiplicidad de preguntas, debates y dilemas relaciona-
dos con los sistemas de Inteligencia Artificial.

Como se analizó en el apartado anterior, a la intensidad ia-usuario 
puede sumársele el diseñador formando el segmento o campo de in-
tensidad diseñador-ia-usuario, en el que, si bien la ia opera y puede 
asumir cierta autonomía de cara al usuario y al diseñador, ambos tienen 
agencia directa sobre lo que hace o está en capacidad de hacer. Desem-
peñando el rol de intermediarios ante la herramienta autónoma. 

Así mismo, el segmento formado por Gobierno-ia-usuario genera 
dinámicas asociadas al tipo de intereses que posibilitan y determinan 
las intensidades que se dan entre sus dimensiones concomitantes, sin 
descuidar el hecho de que los datos que deja la interacción se consti-
tuyen en un fenómeno de particular interés para cierto tipo de Estados 
o sin descartar la posibilidad de que la ia-usuario puede poner en crisis 
las relaciones de la sociedad con los Gobiernos (Coeckelbergh, 2022). 
De manera concreta, Deleuze y Guattari aseveran que:
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Las formas modernas del Estado no se han desarrollado sin utilizar 
todos los cálculos que surgían en la frontera entre la ciencia mate-
mática y la técnica social (todo un cálculo social como fundamento 
de la economía política, de la demografía, de la organización de tra-
bajo, etcétera). Este elemento aritmético de Estado ha encontrado 
su poder específico en el tratamiento de cualquier tipo de materias: 
materias primas, materias secundarias de los objetos elaborados, o 
la última materia constituida por la población humana. El número 
siempre ha servido así para dominar la materia, para controlar sus 
variaciones y sus movimientos, es decir, para someterlos al marco 
espacio-temporal del Estado (2020, p. 500).

En este caso la pretensión parece la de controlar un acontecer en 
el que, evidentemente, la ia producto de unos intereses tanto públicos 
como privados supone el establecimiento de un régimen tanto de adop-
ción de unas prácticas como de unas ideas. Es una forma de posicionar, 
tanto a través del contenido que selecciona como del que genera, un 
nuevo orden, regido por un algoritmo que perpetúa la proliferación de 
intereses hegemónicos. 

La academia-ia-usuario propone un campo de intensidad asociado 
a la formación de usuarios responsables para este tipo de tecnologías. 
La ia-diseñador-academia nos pone de frente a la necesidad de esta-
blecer modelos de formación en ética en Inteligencia Artificial para los 
diseñadores, modeladores, matemáticos, administradores de bases de 
datos, ingenieros y demás. 

La ia-usuario|contexto es el campo de intensidad formado por las 
dimensiones ia y usuario con la capa o estrato contexto, aquella que 
de una u otra forma condiciona la utilización de la tecnología puesto 
que el usuario puede ser un soldado, una médica, un niño, un anciano, 
un paciente, una estudiante, roles que se desempeñan en un entorno 
determinado generando condiciones de intensidad diferentes en tér-
minos de poder o subordinación, de pertinencia o impertinencia, de 
relevancia o irrelevancia en una relación ia-usuario que puede conducir 
al error o al éxito, a la dependencia o a la independencia, a la enferme-
dad o al bienestar. 

La ia-diseñador|reguladores, de igual manera, nos pone de cara a 
la cantidad de marcos regulatorios y éticos surgidos en el fragor de la 
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popularización de esta tecnología, formando un segmento que incluso 
busca coordinar otros gradientes en beneficio de intereses específicos 
que incluyen la ia-inversionista o la ia-infraestructura tanto en hard-
ware como en software, puesto que la operación y el mantenimiento 
del sistema depende de recursos cada vez más escasos y, no en pocas 
oportunidades, de una cuestionable procedencia.

El dinamismo con el que se dan todos estos gradientes, agencia-
mientos, intensidades, transferencias entre las dimensiones y capas 
asociadas a los sistemas de Inteligencia Artificial generan colonialis-
mos, contradicciones, hibridaciones, alucinaciones, territorios de sen-
tido y sinsentido que se deben recorrer para formular las preguntas y 
debates posibles. 

Conclusiones

La concepción de la Inteligencia Artificial como un sistema comple-
jo en el que sus dimensiones, estratos y relaciones se constituyen en 
campos de intensidad que devienen y transforman no solo a la tecno-
logía en sí sino a sus múltiples actores obliga a la ética a estudiar todos 
aquellos otros puntos de tensión, así como sus dinámicas de territoria-
lización y desterritorialización.

Los campos de intensidad son múltiples, relacionan cada una de 
las dimensiones y capas en un devenir que afecta y condiciona la forma 
de actuar de cada una. Si partimos de las diferencias de intensidad que 
existen entre el ser humano-usuario y la ia tenemos que, además de la 
forma en que cada uno se afecta, optimiza y entrena, está también la 
suma de esas otras intensidades que se dan entre la ia y el ser humano-
diseñador, el ser humano-usuario y el contexto en el que se desenvuel-
ve su relación con la tecnología. Igualmente están los agenciamientos 
que se generan con el software, el hardware, la academia, el Gobierno, los 
recursos planetarios, etcétera. Dimensiones y capas cuya participación 
en el desarrollo del sistema cumplen necesariamente algún tipo de rol.

La interpretación activa que se espera haga el ser humano-usuario 
de su interacción con la ia es un filum que se destaca por poner en cues-
tión las capacidades o fenómenos de una dimensión con respecto a la 
otra, es decir, cómo se dan los cambios, mutaciones e intensidades para 
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cada una por separado y en conjunto. Un filum que también depende del 
filum explicabilidad que se le exige al ser humano-diseñador con respec-
to a sus desarrollos. Estos dos filums son necesarios con el propósito de 
generar tecnologías de Inteligencia Artificial transparentes y responsa-
bles con relación a todas las otras dimensiones y capas del sistema.

Hay una estructura de complejidad que rebasa las categorizaciones 
y las listas de chequeo. Si se quieren considerar formas de asumir una 
ética en ia, esta debería asumir el rizoma como una de sus perspectivas, 
porque enseñarle a los usuarios y diseñadores a construir e identificar 
esos campos de intensidad o segmentos sería el desafío más impor-
tante. Una ética algorítmica, una ética de los datos. Incluso construir 
regulaciones que consideren el devenir como un factor. No se pueden 
considerar de forma estática las relaciones que se dan en cada uno de 
los campos enumerados.

Como afirman Deleuze y Guattari todo esto es provisional, un ri-
zoma tiene la condición de serlo, no aspira a formar estructuras rígidas 
e inamovibles, busca proporcionar una idea de la mutabilidad propia de 
todas las cartografías, los mapas, los fenómenos o, como en este caso, 
de los sistemas de Inteligencia Artificial.
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